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Abstract

The ability of school (or teacher) value-added models to provide unbiased estimates of school (or teacher) effects rests on a set of assumptions. In this paper, we identify six assumptions that are required in order that the estimands of such models are well-defined and that the models are able to recover the desired parameters from observable data. These assumptions are 1) manipulability; 2) no interference between units; 3) interval scale metric; 4) homogeneity of effects; 5) strongly ignorable assignment; and 6) functional form. We discuss the plausibility of these assumptions and the consequences of their violation. In particular, because the consequences of violations of the last three assumptions have not been assessed in prior literature, we conduct a set of simulation analyses to investigate the extent to which plausible violations of them alter inferences from value-added models. We find that modest violations of these assumptions degrade the quality of value-added estimates, but that models that explicitly account for heterogeneity of school effects are less affected by violations of the other assumptions.
1. Introduction

The “No Child Left Behind” Act of 2001 requires states to hold schools accountable for student achievement in several subject areas. Specifically, a school’s evaluation depends upon the proportion of its children who score at or above a threshold on a test in each subject area. Such children are proclaimed “proficient” while children scoring below the threshold are deemed “not proficient.” A common criticism is that this approach is unfair to schools whose children enter the school with comparatively low levels of cognitive skill. Such schools are less likely to display high proficiency rates later on than are schools serving children whose initial skills are high -- even if all schools are equally effective at promoting learning.

A popular alternative is to hold schools accountable for their “value added.” Intuitively, the value added approach holds a school accountable for how much children learn while under the care of that school. A school serving disadvantaged students is not penalized as long as those students learn at a good rate while attending that school. The notion is that if School A produces more learning than does School B during a given year, School A should be ranked higher than School B in a fair accountability system.

Despite the obvious appeal of the value added idea, the precise specification and estimation of value added models is not straightforward. The assertion that School A produces more learning than does School B is, in essence, a causal inference that can be subjected to scrutiny using methods of causal analysis applied more generally in the social sciences. Causal inferences inevitably entail assumptions. To scrutinize a causal inference is to scrutinize those assumptions, requiring that those assumptions be made explicit. The question is not simply whether key assumptions hold, but whether plausible departures from those assumptions would lead to substantially distorted inferences.

Our aim in this paper is therefore to explicate the assumptions that must be made to support value added inferences, to consider the plausibility of those assumptions in practice, and therefore to
lay a strong foundation for evaluating how consequential the violations of those assumptions are likely
to be in practical application.

Any explicit strategy for drawing causal inferences will entail two models. The first is a
theoretical model that defines the causal effects of interest, and this model is based on certain
assumptions that must be specified explicitly if the theory is to be made accessible to criticism. The
second is a model for the observable data. Under specific additional assumptions, the parameters of the
observed-data model are equivalent to the parameters of the theoretical model for the causal effects.
These additional assumptions are said to “identify” the causal effects defined in the theoretical model.
Having defined the observed data model and the assumptions that identify it, one must adopt a method
for estimating the parameters of the observed data model from a finite sample of data. The estimates
should be accurate enough to be of use based on the available data if the enterprise is to succeed. The
estimation procedure itself may require additional assumptions, and these should also be made explicit.

1.1 Defining the Causal Effects

Following Neyman (1923/1990), Fisher (1935), Rubin (1978), Heckman (1979), and Holland
(1986), Part I of our paper conceptualizes causal effects as person-specific comparisons between
potential outcomes associated with alternative treatments. The alternative treatments of interest here
are attendance for a year at one of \( J \) schools, yielding a potential outcome \( y_{i}^{j} \), the achievement test
score of student \( i \) in school \( j \), there being \( J \) potential outcomes for each student. To compare the
effectiveness of different schools is then to compare the distributions of the potential outcomes in those
schools. Although seemingly quite general, this scheme requires that each student possess one and only
one potential outcome in each school. This seemingly simple requirement entails two distinct
assumptions:
(i) that it is theoretically meaningful to define the potential outcome of each student if assigned to each of the J schools, ensuring that each student has at least one potential outcome per school;

(ii) that each student possesses no more than one potential outcome in each school, regardless of the school assignment of the other children in the system.

Assumption (i) is known as the assumption of “manipulability” in the causal inference literature (Rosenbaum & Rubin, 1983); (ii) is the “no interference between units” assumption of Cox (1958), closely linked to the “Stable Unit Treatment Value Assumption” (or SUTVA; Rubin, 1986). In the school effects literature, (ii) implies that there are no “peer effects”—that a student’s outcome if assigned to a given school does not depend on which other students are assigned to that same school.

Assumption (i) may seem to be implausible, given the reality of school segregation on the basis of various demographic characteristics of students, including family socio-economic background, ethnicity, linguistic background, and prior achievement. These social forces may effectively ensure that, in practice, some students have no access to certain schools, even if their families are capable of moving a considerable distance, so that for those students, no potential outcome exists in those schools. Consider, for example, the potential outcome of a white student from a wealthy background living in an all-white suburb if that student were assigned to an all-minority inner city school. One might argue that such a school assignment is extremely unlikely and therefore of no theoretical or practical interest in light of current policy options. The near-zero likelihood of observing this potential outcome (because of the near-zero likelihood of such a school assignment), however, does not mean that we cannot imagine its existence. Thus, we can define causal estimands that depend on its existence, though they may of little or no policy relevance and inestimable in practice, a point we return to later. For now, we simply note that (i) is logically necessary in order to define causal estimands that depend on comparing the
distributions of all students’ potential outcomes in two or more schools.

Assumption (ii) may also be implausible, given evidence of peer effects in education and the likely significance of a school’s student composition for the organization and delivery of instruction (Barr & Dreeben, 1988). For example, if one’s classmates come to school with advanced knowledge in a subject area, the instruction in that subject area may be quite different from the instruction observable had a different set of peers been assigned to that school, particularly peers with meager prior knowledge. Likewise, if school or classroom size affects student outcomes, then the school assignments of other students will affect a given student’s outcome.

Further assumptions are typically added to the theoretical models for causal effects, however, to render the parameters of the model estimable from observable data. Thus, most analysts hope to compare schools by comparing their means, overall or for sub-groups, implying that the quantity of interest is the mean difference in potential outcomes associated with any pair of schools, for the population as a whole or for some well-defined sub-population. Reliance on the mean implies

(iii) that the units of the test score distribution are on an interval scale of social interest.

While it is possible to estimate school effects for sub-groups of students, statistical models for value-added causal effects typically do not allow these school effects to vary across students in relation to student characteristics. In part, this reflects the desire of policy makers to use value-added statistics for the purpose of providing an overall ranking of school performance. The absence of interaction of school effects with student characteristics implicitly assumes

(iv) that the causal effects of schools are invariant as a function of student background.
We shall refer to assumption (iii) as the interval-scale metric assumption, or, for short, the “metric assumption;” (iv) is the assumption of homogeneity of causal effects, or, for short, the “homogeneity” assumption. A weaker version of (iv) is a “monotonicity” assumption: if the mean difference between the value added of schools $j$ and $k$ is positive for children of a given background, it is also positive for children of every other background. Other assumptions may also be added to the theoretical model to facilitate estimation, including assumptions of normality, homogeneity of variance, and independence of errors across schools. We shall not emphasize these, however, though we do make occasional reference to them.

Analysts may not wish to make assumptions (iii) and (iv). Assumption (iii) may be relaxed by adopting a non-parametric approach, one that does not compare means but rather compares distributions of potential outcomes across schools in some more general way, such as comparing the quantiles of each school’s distribution of potential outcomes. While appealing, such an approach may require an inordinately large sample size for accurate estimation. Assumption (iv) may be relaxed through the inclusion of interaction terms or random coefficients into the statistical model to be estimated. The next section considers the problem of estimating the parameters of the theoretical model from the observed data.

1.2 Identifying the Causal Effects: The Model for the Observed Data

The “fundamental problem of causal inference” (Holland, 1986) is that, while each student possesses $J$ potential outcomes, one for each school, only one of those potential outcomes will actually be observed. It is therefore impossible to calculate the causal effect of attending one school relative to another for any student. Yet we could estimate the distribution of potential outcomes in each school if students were randomly assigned each year to the schools of interest. In that case, the observed outcomes in each school would be a simple random sample of the distribution of potential outcomes.
associated with that school. The mean of that sample would estimate the population mean of potential outcomes without bias; and quantiles of the sample would be unbiased estimates of the quantiles of the distribution of potential outcomes for that school. An assumption that equates parameters estimable from the sample data to the parameters of the theoretical model is known as an “identifying assumption.” The key identifying assumption supported by random assignment of students is the assumption that a student’s potential outcomes are independent of school assignment, conditional on observed characteristics. This is the assumption of “ignorable treatment assignment” (Rosenbaum & Rubin, 1983).

Of course, students are not assigned randomly to schools, and it becomes essential to impose a stronger assumption if we are to make progress. Advocates of value added models therefore assume, within subsets of students who have the values of pre-assignment covariates collected in a matrix X, that school assignment is effectively, if not formally, random. In effect, the value-added proponents are assuming:

\[(v) \text{ that potential outcomes are independent of school assignment, given } X.\]

This assumption has been called the assumption of “strongly ignorable treatment assignment” (Rosenbaum & Rubin, 1983). It requires that any unobserved student characteristics that predict the potential outcomes are independent of school assignment once the observed pre-assignment characteristics of that student are taken into account. In essence, conditioning on the observables in X is sufficient to eliminate confounding. This is the same assumption applied in many non-experimental evaluations of new interventions in medicine, social services, education, and economics.

Even given ignorable assignment, the parameters of a statistical model typically rely on the appropriateness of the functional form of the model and/or the availability of data to fit the model. If
school effects depend on student characteristics, for example, but not all schools contain students with any given set of characteristics, then estimation of the mean potential outcome for students in some schools will rely heavily on the functional form of the model—a statistical model extrapolates from regions with data into regions without data by relying on the estimated parameters of the specified functional form. Because students are unevenly distributed among schools, value-added models depend implicitly on the assumption

\[(vi) \quad \text{that the functional form of the model correctly specifies the potential outcomes even for types of students who are not present in a given school.}\]

This assumption may be termed either the “functional form” or “common support” assumption. It says that either there is adequate observed data in each school to estimate the distribution of potential outcomes for all types of students (“common support”), or that extrapolation via the functional form of the model provides accurate estimates of the potential outcomes in those regions where there are no observed data (“functional form”)

1.3 Estimating the Parameters of the Observed Data Model

School sample sizes are not under the control of the analyst. Particularly when interest focuses on value added within each grade for each school each year, the number of students available to estimate each value-added parameter may be rather small. The problem of small sample sizes is especially acute when some schools have small enrollment or when interest focuses on value added for subsets of students, e.g., ethnic minority students, students from low-income families, or students whose first language is not English. The prevalence of small sample sizes puts a premium on finding statistically efficient estimators. Efficiency is also helpful in coping with the inevitable problem of
missing data. Statistically efficient analysis of all available data weakens the required assumptions about the missing data process (Little & Rubin, 2002; Schafer, 1997). Sometimes efficient estimation requires computationally efficient algorithms (Lockwood et al., 2007).

In this paper, we shall not focus on statistical efficiency, missing data, or computational feasibility except to note that the press for efficiency pushes us in the direction of parametric rather than non-parametric models for the potential outcomes.

1.4 Organization of the Paper

In this paper, we have three aims:

1) to outline a potential outcomes counterfactual framework for understanding VAMs
2) to articulate the assumptions required for VAMs to provide unbiased, unambiguous rankings of the causal effects of teachers or schools on student achievement
3) to conduct a set of simulations to assess the sensitivity of value-added estimates to plausible violations of several of these assumptions.

We begin with a concise mathematical formulation of the general theoretical model for potential outcomes and causal effects, defining the need for (i) manipulability and (ii) no interference between units. We then add parametric assumptions, requiring (iii) an interval metric, and (iv) homogeneity of effects. Next, we consider the school assignment process, yielding the need for (v) strongly ignorable treatment assignment and (vi) functional form assumptions, insuring that the parameters estimable from the data are equivalent to the causal parameters of the theoretical model.

With these key assumptions in mind, we undertake a preliminary discussion of their plausibility and the likely departures from these assumptions in practice, with the aim of extending the discussion about the viability of the value added project. We then conduct a set of simple simulations to
investigate the effect of plausible departures from several of the assumptions. These simulations provide some guidance for future development of VAMs.

2. Definitions and Notation

First, some notation:

- \( i \) indexes \( N \) students in population \( P \)
- \( j \) indexes \( J \) schools\(^1\) in population \( K \)

\( \mathbf{A} \) is the assignment matrix, an \( N \times J \) matrix indicating the observed assignment of students:

\[
i = 1, \ldots, N \text{ to schools } j = 1, \ldots, J, \text{ where } a_{ij} = A[i, j] = 1 \text{ if } i \in j, \text{ and } a_{ij} = A[i, j] = 0 \text{ if } i \notin j.
\]

\( \theta_i \) is the true (unobservable) cognitive skill of student \( i \) at some time after school assignment (it is the true outcome measure). We cannot observe \( \theta \), but we assume it exists. In practice, because we cannot observe \( \theta \) directly, we measure it using a cognitive test, yielding an observed test score \( Y_i \). If the test is well-designed (meaning the test measures \( \theta \) and no other skill or trait of the test-taker), then \( Y_i \) will be a function of \( \theta \) plus some random measurement error: that is, \( Y_i = g(\theta_i) + \epsilon_i \), where \( g \) is a monotonically increasing function, and where \( \epsilon_i \) is measurement error such that \( E[\epsilon_i | \theta] = E[\epsilon] = 0 \). Thus, we have

\[
Y_{ij} \text{ is the (observed) achievement test score of student } i \text{ in school } j.
\]

\( \mathbf{x}_i \) is a vector of covariates for student \( i \). In particular, \( \mathbf{x}_i \) may contain \( \theta_{i0} \), the true cognitive skill of student \( i \) at time 0 (some point in time prior to assignment to a given school).

\(^1\) To simplify discussion through the paper, we focus on the estimation of school, rather than teacher, effects. The basic logic of our argument would be unchanged if we considered the estimation of teacher effects instead.

School value-added models are empirically somewhat simpler than teacher value added models, however, because they do not require one to consider the sorting of teachers among schools and the non-random sorting of students among teachers within schools.
2.1 Potential Outcomes Framework

In the Rubin model of causality, we define the average effect of treatment $T$ versus treatment $C$ in population $P$ as the difference in average outcomes that members of $P$ would experience if assigned to $T$ rather than $C$. Conceptually, this requires that we believe that each member of $P$ have two potential outcomes—the outcome they would experience if assigned to $T$ and the outcome they would experience if assigned to $C$—despite the fact that they can experience only one of these. We adopt this potential outcomes framework to define precisely what we mean by school effects. We define the following:

$Y_i^j$ is the potential measured outcome (the measured achievement test score) of student $i$ (at some specified time) if the student were assigned to school $j$. Depending on the instrument used to measure $\theta$, the measured outcomes will not be in the same metric as $\theta$ and may be measured with some error. That is, $y_i^j = y_i(a_{ij} = 1) = g(d_i^j) + \epsilon_i$. Let $Y$ denote the $N \times J$ matrix of potential expected outcomes:

\[
Y = \begin{bmatrix}
Y_1^1 & Y_1^2 & \ldots & Y_1^J \\
Y_2^1 & Y_2^2 & \ldots & Y_2^J \\
\vdots & \vdots & \ddots & \vdots \\
Y_N^1 & Y_N^2 & \ldots & Y_N^J
\end{bmatrix}
\]

Each column of $Y$ describes the vector of potential outcomes in the population if all students were assigned to a given school. We will use the following notation to summarize the distribution from which this vector of potential outcomes is drawn: let

$G_p^j$ indicate the cumulative density function such that $G_p^j(y) = \text{Prob}(Y^j \leq y)$. That is, $G_p^j$ is the distribution function governing the sample outcomes $Y$ that would be realized if students in $P$
were assigned at random to school $j$. To compare the effectiveness of two schools $j$ and $k$, we compare the distributions $G_p^j$ and $G_p^k$.

Formally, we define the average effect of attending school $j$ rather than school $k$ as

$$\delta_p^{jk} \quad \text{where} \quad \delta_p^{jk} = r\left(G_p^j, G_p^k\right), \quad \text{and where} \quad r \quad \text{is some function that compares the distributions} \quad G_p^j \quad \text{and} \quad G_p^k \quad \text{(and where} \quad r \quad \text{is defined such that} \quad r(a, b) = -r(b, a) \quad \text{and} \quad r(a, b) > 0 \quad \& \quad r(b, c) > 0 \implies r(a, c) > 0.)$$

Most commonly, for example, we define $\delta_p^{jk} = r\left(G_p^j, G_p^k\right) = \mu(G_p^j) - \mu(G_p^k)$, where $\mu(G_p^j)$ denotes the mean value of the distribution described by $G_p^j$. This yields an interval-scaled comparison of schools $j$ and $k$. More generally, however, we can obtain an ordinal ranking of schools $j$ and $k$ by defining $r$ as some function that returns a value of 1, 0, or -1 depending on whether school $j$ ranks above, equal to, or below school $k$ in effectiveness. For example, $r$ might compare the medians (or other specified percentiles) of the distributions described by $G_p^j$ and $G_p^k$. Alternately, we might define $r$ such that $r = 1$ if $G_p^j$ stochastically dominates $G_p^k$; $r = 0$ if $G_p^k = G_p^j$; $r = -1$ if $G_p^k$ stochastically dominates $G_p^j$; and leave $r$ undefined otherwise (if neither $G_p^j$ nor $G_p^k$ dominates the other). The key point here is that a ranking of the effectiveness of two schools will depend on a comparison of their distributions of potential outcomes.

In general, then, in order to compare the effectiveness of two schools $j$ and $k$ we must estimate some parameter(s) of the distributions $G_p^j$ and $G_p^k$. In order for this to be meaningful, it is necessary that $Y_i^j$ and $Y_i^k$ exist and are unique for all $i$. That is, it must be possible for each student to be assigned to

---

1 If we assume there are no scale effects, then $G_p^j$ describes the distribution of outcomes $Y$ that would result if all students in $P$ were assigned to school $j$.

2 By stochastically dominates, we mean the usual: $G_p^j$ stochastically dominates $G_p^k$ if the cumulative distribution function of $G_p^j$ is everywhere less than that of $G_p^k$.
schools $j$ and $k$, and the potential outcome of student $i$ if assigned to school $j$ must not depend on what school other students attend. Formally, we require:

1. $Y_i^j$ exists $\forall i \in P, j \in K$
2. $Y_i^j(A) = Y_i^j(a_{ij}) \equiv Y_i^j$

Assumption 1 is the assumption of *manipulable treatment (school) assignment*. It states that it is meaningful to talk about the potential outcome of student $i$ if she attends school $j$, because it is possible that student $i$ could be assigned to school $j$. Following Holland (1986), we argue that is meaningless to talk about the relative effect of schools $j$ and $k$ for student $i$ if there is no way that student $i$ could attend one or the other of the two schools. Consequently, it is meaningless to talk about the relative effectiveness of schools $j$ and $k$ in population $P$ unless each student in $P$ has non-zero probabilities (in principle) of attending both schools. We can only make causal statements about school effects for populations in which each student could attend any school.

Assumption 2 is the *stable unit treatment value assumption* (SUTVA) (Rubin, 1986). The SUTVA implies that that outcome of student $i$ if assigned to school $j$ does not depend the school assignment of any other student (that is, there are no peer effects). Under SUTVA, we treat each student as having $J$

---

More specifically, school assignment must be *independently* manipulable—it must be possible that student $i$ could attend both schools $j$ and $k$ while no other pre-exposure characteristics of $i$ were changed. While it is possible, for example, that a high-income white student in Lake Forest (a wealthy, predominantly white suburb north of Chicago) could attend a low-income, all-black school in East St. Louis (at the southern end of Illinois), it is hard to envision how this could happen without some prior or concomitant change in his or her residential environment and family circumstances. If assignment to school $j$ requires some change in other factors that might affect a student’s potential outcome, then it is impossible—in principle—to identify the potential outcome $Y_i^j$ resulting from assignment to $j$, and so it is impossible to define the estimand of interest, the causal effect of assignment to $j$ rather than $k$, holding all else constant.
potential outcomes (one for each potential school assignment), of which we observe a single outcome. Without SUTVA, however, we must treat each student as having as many as $J^N$ potential outcomes, one for each possible permutation of A. Adopting the SUTVA may make the problem of causal inference tractable (but may do so at the cost of plausibility). We discuss later the plausibility of this assumption and the implications of its failure for VAMs.

Assumptions 1 and 2 are necessary to define the estimand of interest – the population average causal effect of school $j$ relative to $k$ – as we have done above. Given (1) and (2), comparing the effectiveness of two schools requires estimation of parameters of the distribution of potential outcomes for each school. Framing the value-added enterprise in this way distinguishes the dual issues involved in ranking schools: first, we must define what it means to say that the distribution of potential outcomes in one school is superior to another; second, we must estimate the distribution of potential outcomes for each school. That is, we must estimate the values in the matrix $Y$ when we only observe one-7th of the outcomes.

### 2.2 A Stylized Value-Added Model

In order to facilitate comparison of the distributions $G_p^j$ and $G_p^k$, we typically write down a structural model such that $r(G_p^j, G_p^k)$ is recoverable from the parameters of the model. Most commonly, if $r$ compares the means of $G_p^j$ and $G_p^k$ (that is, if $r(G_p^j, G_p^k) = \mu(G_p^j) - \mu(G_p^k)$), we write down a model that includes as parameters these means. For example, if the potential outcomes are described by a structural model of the form

$$Y_i^j = f(x_i) + \Delta_j + \epsilon_i^j, \text{ where } \epsilon_i^j \perp x_i, j \& E[\epsilon_i^j] = 0$$

then the mean of $G_p^j = E[Y_i^j | i \in P, j] = E[f(x_i) | i \in P] + \Delta_j$. The difference in the means of $G_p^j$ and $G_p^k$ is simply $\Delta_j - \Delta_k$. Under model [1], then, $\Delta_j$ and $\Delta_k$ identify the causal effect of attending school $j$ relative to attending school $k$. 

Embedded in this model, however, are two assumptions. First, the model requires that $\Delta_j$ is constant across students in $P$. This is the assumption of school effect homogeneity. Second, the model implicitly assumes that the metric of $y_i^j$ is interval-scaled. This interval-metric assumption is necessary in order that a comparison of mean outcomes be a valid method of comparing the distribution of potential outcomes in two schools (the mean has no meaning in a non-interval-scaled metric).

Moreover, the assumption of homogeneity is dependent on the metric—in general, if $Y_i^*$ is some alternate scaling of $\theta$ (that is, $Y_i^* = g^*(\theta_i) + \epsilon_i^*$, where $g^*$ is a monotonically increasing non-linear function and $\epsilon_i^*$ is measurement error, then the school effect homogeneity assumption will not, in general, be valid under both $g$ and $g^*$.

To relax the homogeneity assumption, we can write the stylized model as

$$Y_i^j = f^j(x_i) + \epsilon_i^j$$  \[2\]

Model [2] replaces the function $f(x_i) + \Delta_j$ in [1] with $f^j(x_i)$, allowing the difference in expected outcomes between schools to vary with $x$. Under this model, the mean value $\mu(G_p^j) = E[f^j(x_i)] | i \in P$ and

$$\mu(G_p^j) - \mu(G_p^k) = \int_x [f^j(x) - f^k(x)] \rho(x) dx$$  \[3\]

where $\rho(x)$ is the density function of the vector $x$ in the population $P$. Thus, to compare the average effectiveness of school $j$ and $k$ under this model requires estimation of $f^j$ and $f^k$ over the full range of $x$ in $P$.

---

5 To see this, assume homogeneity and assume no measurement error in either $Y$ or $Y^*$. Now $Y^* = g^*(g^{-1}(Y)) = h(Y)$, where $h$ is some nonlinear monotonic function. Homogeneity implies that $\tilde{Y}^j|X = f(X) + \Delta^j$ (that is, the average potential outcome in school $j$ is a function of the covariates $X$ plus some school-specific effect $\Delta^j$). Now $\tilde{Y}^j|X = h(Y) = h(f(X) + \Delta^j)$. Because $h$ is non-linear, this cannot be separated into a function of $X$ plus a function of $j$; the effect of school $j$ in the transformed metric will depend on the value of $X$. 

---
2.3 Estimating value-added models from observed data

In order to estimate the parameters of the distribution $G^j_p$, we must make some additional assumptions, because the “fundamental problem of causal inference” ensures that we cannot observe the full distribution of potential outcomes for all schools (we observe at most only one-$j^{th}$ of the potential outcomes in $Y$). Estimation of the parameters of $G^j_p$ and $G^k_p$ from models of the form in [1] or [2] requires several additional assumptions.

First, we must assume ignorability (Holland, 1986): $(Y^j_i \perp A_{ij} | X_i = x_i)$. Ignorability is a necessary, though not sufficient, condition for the observed data estimands of models like those in [1] and [2] to be equivalent to the causal parameters. In the absence of ignorability, the observed distribution of outcomes in school $j$, given $x$, cannot provide an unbiased counterfactual estimate of the potential outcomes in $j$ for students with $x$ but not assigned to $j$.

Second, in order to estimate $f^j(x)$ for all values of $x$, we must either observe a sample of cases where $a_{ij} = 1$ and $x_i = x$ or we must assume that we can extrapolate $f^j$ from regions of $x$ where there are observed cases with $a_{ij} = 1$ and $x_i = x$ into regions where there are no such observed cases (i.e., regions of $x$ where $\rho(x) > 0$ but $\rho^j(x) = 0$. This is the common support/functional form assumption. $^6$

---

$^6$ Rubin (1973) shows how a simple analysis of covariance can mislead when common support fails (that is, when some members of the treatment group have values on the covariate that are not shared by any members of the control group; and/or some members of the control group have values on the covariate that are not shared by any members of the treatment group). In these cases, the unmatchable cases, which by themselves carry no information about the treatment effect, can strongly influence the estimation of the regression coefficient for the covariate, leading to a poor statistical adjustment in the region of common support. Heckman, Ichimura, and Todd (1997) discuss bias arising from a failure of common support in the evaluation of job training programs using multivariate matching.
2.4 Are the Assumptions of VAMs Plausible? Manipulability, SUTVA and Ignorability

Above we have outlined six assumptions that underlie the definition and estimation of value-added models: 1) manipulability; 2) no interference between units; 3) interval-scale metric; 4) homogeneity of effect; 5) strongly ignorable treatment assignment; and 6) functional form. There are reasons to question the validity of each of these in some aspects of the school effects research. (There are other assumptions that may be required for the unbiased estimation of school effects and their standard errors—such as the absence of measurement error in $x$, normality and homoskedasticity of errors, and the independence of observations within schools—but we will not dwell on these here).

**Manipulability.** As we note above, manipulability requires that it be possible or at least theoretically interesting to conceive of each student attending any school in the population without necessarily altering any other pre-enrollment characteristic or condition of the student. Without manipulability, some potential outcomes—and some estimands, therefore—are not defined. It certainly stretches the bounds of common sense to think that any student could attend any school with no other pre-enrollment change in his or her conditions, though whether we wish to call it impossible may be debatable. Rather than consider the somewhat philosophical argument about whether it all potential outcomes exist in theory, for the remainder of this paper, we assume manipulability for the sake of argument. However, we note that the near-zero likelihood of observing some potential outcomes in practice suggests the inappropriateness of focusing on ranking all schools in a state, for example. If there are large populations of students who, in all likelihood, would never attend a given school, it is of little policy relevance to estimate the effect of that school on them. Moreover, as we note below, this practical reality is also likely to substantially limit common support in the observed data.

**No Interference Between Units.** Recall that SUTVA requires that the potential outcomes of one student
must not depend on the school assignments of other students. Strictly speaking, this means that a given student’s achievement gains in a particular school do not depend on who his schoolmates are (or even how many of them there are). The literature on peer effects and organizational theory suggests this may be an implausible assumption (Angrist & Lang, 2004; Barr & Dreeben, 1983; Boozer & Cacciola, 2001; Hoxby & Weingarth, 2006). If student composition affects instructional practices and curricula, for example, and if what and how teachers teach affects student learning, then SUTVA will be violated. Likewise, if student composition affects the ability of a school to attract and retain quality teachers, then SUTVA will be violated. The consequences of SUTVA violations on the estimates of school effects are unclear, since without SUTVA the estimands of interest are not well-defined.

**Ignorability.** In order that parameter estimates obtained from models [1] or [2] be unbiased, we require school assignment to be *ignorable*, conditional on the observed covariates \( \mathbf{x} \). To say that school assignment is ignorable within levels of covariates \( \mathbf{x} \) states that for persons who share the same values of the covariates \( \mathbf{x} \), the assignment to schools is independent of the potential outcomes of those students (that is, it is as good as randomly assigned). Formally, we write \( A_{ij} \perp Y_i(a_{ij})| \mathbf{X} = \mathbf{x} \). This means that once we control for the covariates, a student’s assignment to a given school does not depend on how well that student would do if assigned to that school. Under this assumption, the mean observed outcome of those students who are actually assigned to a given school is the same as the population mean of the potential outcomes of all students if assigned to that school. Formally, \( E(Y_{ij}^*|A_{ij} = 1, \mathbf{X} = \mathbf{x}) = E(Y_i(a_{ij} = 1)|A_{ij} = 1, \mathbf{X} = \mathbf{x}) = E(Y_i(a_{ij} = 1)|\mathbf{X} = \mathbf{x}) \) (within levels of \( \mathbf{x} \), the average value of the observed outcomes \( Y_{ij}^* \) for students assigned to school \( j \) will equal the average of the potential outcomes \( Y_i(a_{ij} = 1) \) for all students sharing the same values of \( \mathbf{x} \)).

Value-added models lean heavily on the ignorability assumption (as do most non-experimental studies). In practice, researchers assume that models that ignorability is plausible in models that
condition on a large vector of prior student achievement tests and/or student fixed effects. The consequence of non-ignorable school assignment is potential bias in value-added estimates. A violation of the ignorability assumption would imply that the outcomes we observe among students in a given school do not provide an unbiased estimate of the average outcomes we would observe if all students were assigned to a given school, even after we adjusted our estimates using observed covariates. In other words, absent ignorability, we cannot distinguish a good school (one that produces larger than average achievement) from an average quality school that selectively enrolls students with better than expected outcomes. In general, however, the ignorability assumption is unverifiable unless the assignment mechanism is known (and observed), such as in random assignment or some other observable assignment mechanism.

Although the ignorability assumption cannot be formally proven, it does have testable implications that may allow researchers to assess its plausibility in a given sample. Rothstein (2007), for example, conducted a falsification test and found that teacher value-added models provide estimates of teacher effects on prior achievement that are nearly as large as the estimates of teacher effects on current achievement, strongly suggesting that teacher assignments are not ignorable, even within schools. Although we are not aware of similar research that has conducted falsification tests of the ignorability of school assignment, the Rothstein result should make researchers cautious of assuming ignorability in teacher or school effects research. Given that sorting among schools is generally more pronounced than among classrooms within schools, it is likely that some aspects of sorting among schools are related to students’ potential outcomes in ways not captured by observable student characteristics.

2.5 Plausibility of Assumptions: Homogeneity, Functional form, and Interval scale

As noted above, common sense, theory, and empirical evidence each provide reasons to suspect
that the assumptions of manipulability, SUTVA, and ignorability do not hold in many cases where we may wish to estimate value-added models. Violations of these assumptions render value-added models either intractable (as in the case of violations of manipulability and SUTVA) or biased (in the case of violations of ignorability). We now turn our attention to the consequences of violations of the remaining three assumptions: homogeneity, functional form/common support, and interval scaling. Our goal here is to focus on these three relatively overlooked assumptions in order to assess their potential consequences, which are less well understood than the first three. To do so, we will assume that manipulability, SUTVA, and ignorability hold, despite our suspicions that they do not, in order to isolate the consequences of the remaining three assumptions. We begin by considering the plausibility of the homogeneity, functional form/common support, and interval metric assumptions. Following this, we conduct a set of simulation analyses to investigate how violations of these assumptions affect the parameter estimates from value-added models.

**Homogeneity.** The strictest form of homogeneity—requiring that a school has the same effect on every student who attends—is not credible. Nonetheless, the homogeneity assumption implied in model [1] above requires only a weaker form of homogeneity, the assumption that the difference in mean potential outcomes is the same regardless of student covariates $\mathbf{x}$. Weaker still is a version of this assumption that we might term monotonicity – the assumption that if a school is better for one subset of students (defined by $\mathbf{x}$), it is better for all other subsets. Although typical value-added models assume some form of homogeneity, there are many reasons to think this assumption is not strictly true. If schools target their curricula to students in the middle of the school’s skill distribution, then schools’ relative effectiveness may vary across students’ prior skill levels. Schools where English Learner students are a majority may be more effective for such students than schools where such students are a small minority, because the former schools may have more specialized curricula and instruction for
English Learners. In our simulations, we assess the extent to which violations of homogeneity lead to incorrect rankings of schools.

**Functional form/common support.** The common support assumption is clearly invalid to some extent in practical applications of value-added models. Research on school effects finds that 15-25% of the variance in observed test scores lies between schools, implying unequal distributions of achievement levels among schools (Hedges & Hedberg, 2007). In the presence of such sorting, it is clear that not all schools will have students at all skill levels (or not sufficient numbers at all skill levels to provide precise estimates of mean achievement gains at each skill level). In the absence of common support, value-added models rely heavily on the assumption that their functional form is correct and allows valid extrapolation into regions with no observed data. In fact, the homogeneity assumption is, strictly speaking, a functional form assumption, which allows estimation of the potential outcomes in a given school for types of students who are not found in that school.

In the case of a simple value-added model such as that in [3] above, estimation of school effects requires extrapolation of the functions $f^j$ and $f^k$ to values of $x$ where there are no students with $x$ in $j$ and/or $k$. The most common functional forms in education are polynomial forms. Such forms are effective in providing local approximations of a wide variety of continuous functions. So if matched pairs $x, y$ have been observed over a restricted domain of $x$, a polynomial function $Y \approx f(x)$ may provide a reasonable approximation. However, polynomials may be grossly inaccurate at extrapolation beyond the domain of $x$ that supplied the local data.

The question of interest for our simulation is whether extrapolations based on polynomial models are justifiable in light of the degree to which U.S. schools are segregated on background variables $x$ that predict student achievement $Y$. We use extant data on such segregation in the U.S. to inform our choice of parameters in the simulation study.
Interval scale metric assumption. The choice to compare distributions of potential outcomes using a comparison of the means (i.e., to rely on \( r(G^j_p, G^k_p) = \mu(G^j_p) - \mu(G^k_p) \) to rank schools) implies that we are treating \( Y \) as interval-scaled. To see this, consider a distribution \( G^j_p \). Suppose the distribution of potential outcomes in school \( k, G^k_p \), is identical to \( G^j_p \) except that the potential outcome of one student \( h \) is lower by an amount \( c \) if assigned to \( k \) than to \( j \). That is, suppose the potential outcomes in school \( k \) are given by

\[
Y^k_i = \begin{cases} 
Y^j_i & \text{if } i \neq h \\
Y^j_i - c & \text{if } i = h 
\end{cases}
\]

Now, \( r(G^j_p, G^k_p) = \mu(G^j_p) - \mu(G^k_p) = \frac{c}{N} \) (where \( N \) is the size of the population), regardless of whether student \( h \) is a student whose potential outcome in school \( j, Y^j_h \), would have been high or low. The function \( r \) in this case implicitly values a one unit difference in scores equally at all points in the range of \( Y \). In other words, if we compare the distributions of potential outcomes in schools by taking the difference of their means, then we have implicitly treated \( Y \) as if it is interval-scaled. Likewise, if we consider \( Y \) to be interval-scaled, then a comparison of means is sufficient to determine which of two distributions contains the greater total quantity measured by \( Y \). Thus, regression models that estimate conditional means implicitly assume an interval-scaled metric. If the metric of \( Y_i \) is a non-linear transformation of some true, interval-scaled metric, then ranking schools by their mean potential outcome may lead to different relative ranks than would obtain from a comparison of means of the original interval metric.

It is unclear how one can determine whether a given test metric should be considered interval-scaled. To be interval-scaled is to be linearly-related to some reference metric. Distance, mass, temperature, and time are defined in interval metrics via their correspondence with tangible physical quantities, for example (e.g., a meter is the distance that light travels in a vacuum in \( 1/299,792,458 \)th of
a second; this definition is independent of place and time, so a meter has the same meaning, in a tangible sense, regardless of where we are). In the case of cognitive skill, however, it is unclear what the reference metric should (or could) be. We cannot observe cognitive skill except by inferring it from some behavioral task (such as a test), to which we must then assign a metric, but we cannot know if that metric is itself interval-scaled. As such, there is often no clear reference metric for cognitive skill. In the absence of such a reference metric, we could anchor it to some other correlate of skill (average time required to gain a given level of skill; average value of a difference in skill in the marketplace, etc), but any such anchor will likely be variable and subject to changing social conditions (the average time it takes to gain a given level of skill depends on schooling practices, which may change over time; the average income return to differences in skill depends on the supply and demand for given skills in the economy, which also clearly change over time). This contextual dependence of such approaches render them unsatisfactory as methods of defining an interval metric.

In cases where it is impossible to claim with certainty that a given test score metric is interval-scaled, it would be useful to know the extent to which inferences from value-added models are sensitive to monotonic transformations of test scores. Our simulations assess the sensitivity of simple value-added estimates to modest violations of the interval scaling assumption.

---

7 An argument may be made that a Rasch scale is in fact an interval scale—in a Rasch scale, a given difference in ability corresponds to a constant difference in the log-odds of answering a given item correctly, regardless of the difficulty of the item or the ability of the test-taker. In a real sense, then, the Rasch scale uses as a reference metric performance on a behavioral task in a well-defined sense. Under the assumptions of the Rasch model (unidimensionality of the domain, the log-odds functional form of the item-response curve), the Rasch model yields an interval metric. Ballou (2008), however, argues that, in practice, achievement tests often do not meet the conditions required to satisfy the assumptions of the Rasch model.
3. Simulation Analyses

In order to investigate the effect of violations of the homogeneity, functional form/common support, and metric assumptions, we specify a (simple) ‘true’ potential outcome generating model describing the outcomes for each student $i$ if assigned to each school $j$ (that is, we specify parameters describing the full potential outcomes matrix $Y$). From this model, it is simple to recover the ‘true’ school effects for each school. We then define the parameters describing the observed data (that is, we specify parameters describing which potential outcomes we observe). Next, we simulate data according to these parameters. We then fit several (very simple) value-added models using these data, and use their estimated parameters to recover estimates of the school effects for each school. Finally, we compute the correlations among the estimated and ‘true’ school effects. By varying key parameters describing the ‘true’ potential outcomes and the observed data, we can assess the sensitivity of our conclusions regarding school effects to violations of the VAM assumptions. We use large enough sample sizes in the simulations to insure that inaccuracies in estimation largely reflect failures of model identification while sampling error plays a comparatively trivial role.

A model for the true potential outcomes. We assume that the true potential outcomes for student $i$ are given by a simple hierarchical linear model (Raudenbush and Bryk, 2002). Under this model, there is a single relevant covariate, namely the pre-test $Y_{i0}$. Within each school, the observed outcome is a linear function of this covariate plus random noise. The average effect of attending the school is the school-specific random intercept of this model, while heterogeneity of the school effects is captured by the randomly varying coefficient of the pretest $Y_{i0}$. This model provides a comparatively simple framework for examining the plausibility of key assumptions that underlie value added analyses. We do not mean to imply, of course, that the simple hierarchical linear model is an adequate description of the value added process in the real world or that fitting of such models is an optimal strategy for value added
analysis. Rather, this simple simulation exercise is meant to help us understand the extent to which value-added model estimates are sensitive to a set of assumptions.

Formally, the model generating our data is given by the school-specific model

$$Y_i^j = \beta_{0j} + \beta_{1j}(Y_{i0} - \bar{Y}_0) + e_{ij}$$

combined with the between-school equations

$$\beta_{0j} = \gamma_{00} + u_{0j}$$
$$\beta_{1j} = \gamma_{10} + u_{1j}$$

where

$$e_{ij} \sim N(0, \sigma^2)$$
$$\begin{bmatrix} u_{0j} \\ u_{1j} \end{bmatrix} \sim N \left( \begin{bmatrix} 0 \\ \tau_{00} \end{bmatrix}, \begin{bmatrix} \tau_{00} & \tau_{01} \\ \tau_{01} & \tau_{11} \end{bmatrix} \right).$$ \[4\]

We specify the parameters of the model that describes the true potential outcomes as in [4] above. The key parameter of interest with respect to the homogeneity assumption is $\tau_{11}$, which defines the variance of $\beta_{1j}$ (the association between $Y_{i0}$ and the potential outcome) across schools. If $\tau_{11} > 0$, then we have heterogeneity of school effects with respect to $Y_0$. In order to assess the sensitivity of value-added rankings to heterogeneity of school effects, we will vary $\tau_{11}$.

Under this model, it is simple to show that the average potential outcome if all students are assigned to school $j$ is given by

$$\mu(G^j) = \gamma_{00} + u_{0j}$$ \[5\]

Thus, the effect of school $j$ relative to the average school in the population is determined by $u_{0j}$ (since $\gamma_{00}$ is constant—it represents the average potential outcome in the average school in the population—and without loss of generality we can set it to 0). Note that this will true even under a model that includes other covariates $x$ (as long as $x$ is centered on its mean), though we do not include other
Simulating the observed data. Once we have specified a set of parameters describing the potential outcomes model, we can compute the true effect of each school from [5] above. Next, we simulate a sample of observed data. For this, we must specify how students are sorted among schools with respect to \( Y_{i0}, u_{0j} \) and \( u_{1j} \). The key parameter of interest here is the variance of the school mean values of \( Y_{i0} \), \( \omega = \text{Var}(\bar{Y}_{i0}) \) (we set the \( \text{Var}(Y_{i0}) = 1 \) for simplicity, so \( \omega \) is the proportion of variance in \( Y_{i0} \) that lies between schools). If \( \omega = 0 \), there is no sorting of students among schools in relation to their initial scores, implying full common support in the data; \( \omega > 0 \) implies sorting and weakened common support.

Generating Transformations of \( Y \). We are interested in assessing the sensitivity of our rankings to nonlinear monotonic (increasing) transformations \( g(Y_i) \). For simplicity, we let \( g \) be a quadratic function that is monotonically increasing over the observed domain of the outcome \( Y_i \). We define the curvature \( \kappa_g \) of \( g \) over the range of \( Y_i \) to be the ratio of the slope of \( g(Y_i) \) at the 95\(^{th} \) percentile of \( Y_i \) to the slope at the 5\(^{th} \) percentile of \( Y_i \). This provides a simple measure of the extent of nonlinearity in \( g \) over the domain of \( Y_i \). \( \kappa_g > 1 \) implies a transformation of the metric that exaggerates score differences at the higher end of the distribution; \( 0 < \kappa_g < 1 \) implies a transformation of the metric that exaggerates score

---

\( ^8 \) If the potential outcomes are given by a model that is non-linear in \( Y_{i0} \), such as

\[
Y_i^j = \beta_{0j} + \beta_{1j}(Y_{i0} - \bar{Y}_0) + \beta_{2j}(Y_{i0} - \bar{Y}_0)^2 + e_{ij}
\]

then the mean potential outcome under assignment to \( j \) will not be given solely by \( Y_{00} + u_{0j} \). Rather, it will be:

\[
\mu(j) = \beta_{0j} + \beta_{2j}\text{Var}(Y_{i0}) \\
= (Y_{00} + \gamma_2\text{Var}(Y_{i0})) + (u_{0j} + u_{2j}\text{Var}(Y_{i0}))
\]

In this case, the effect of school \( j \) is determined by \( u_{0j} \) and \( u_{2j} \) (since \( Y_{00}, \gamma_2, \text{and Var}(Y_{i0}) \) are constant).
differences at the lower end of the distribution ($\kappa_y = 1$ implies a linear transformation).

**Simulation model comparisons.** Under our model for the potential outcomes [4], the ‘true’ effect of school $j$ relative to the average school in the population is simply $\mu(G_i^j) = u_{0j}$. We specify four alternate models for estimating the school mean potential outcome $\mu(G_i^j)$ (the school effect) from the simulated observed data.

First we fit model A, a model that assumes homogeneity of school effects and a linear relationship between $Y_i$ and $Y_{i0}$:

$$Y_{ij} = \gamma_{10}^A(Y_{i0} - \bar{Y}_0) + \Delta_j^A + e_{ij}^A$$  \[6\]

The school effect $\mu(G_i^j)$ in this model is simply $\Delta_j^A$.

Second we fit model B, a model that assumes homogeneity of school effects, but that allows the relationship between $Y_i$ and $Y_{i0}$ to be nonlinear (we allow a quadratic specification). Even if the true relationship between $Y_i$ and $Y_{i0}$ is linear (as specified in [4]), a nonlinear transformation of $Y_i$ will render the observed relationship nonlinear, potentially confounding estimates from model A even if the homogeneity assumption in accurate. Model B allows the model to fit the nonlinearity more appropriately, so that we can assess the extent to which the homogeneity assumption in the model confounds estimates of school effects when the data generating process includes heterogeneity. Model B is:

$$Y_{ij} = \gamma_{10}^B(Y_{i0} - \bar{Y}_0) + \gamma_{10}^B(Y_{i0} - \bar{Y}_0)^2 + \Delta_j^B + e_{ij}^B$$  \[7\]

The school effect $\mu(G_i^j)$ in this model is simply $\Delta_j^B$.

Models A and B assume homogeneity, as do typical value-added models. In models C and D, we allow for heterogeneity of school effects, by allowing the association between $Y_i$ and $Y_{i0}$ to vary among schools, by adding random effects to models A and B. Model C is:
\[ Y_{ij} = (y^c_{10} + u^c_{ij})(Y_{i0} - \bar{Y}_0) + \Delta^C_j + e^C_{ij} \]  

The school effect \( \mu(G_i^C) \) in this model is \( \Delta^C_j \). Because model C is identical to the data generating model, and because we have assumed ignorable school assignment, conditional on \( Y_{i0} \), \( \Delta^C_j \) will be an unbiased estimate of the ‘true’ school effect if the outcome \( Y_i \) is measured in the same metric as the original data (if \( \kappa_g = 1 \)). If, however, \( Y_i \) is measured in a transformed metric (if \( \kappa_g \neq 1 \)), then \( \Delta^C_j \) may be biased.

Model D allows both the linear and quadratic terms in model B to vary across schools, and so may be less sensitive to metric transformations than is B or C. Specifically, model D is:

\[ Y_{ij} = (y^D_{10} + u^D_{ij})(Y_{i0} - \bar{Y}_0) + (y^D_{20} + u^D_{2j})(Y_{i0} - \bar{Y}_0)^2 + \delta^D_j + e^D_{ij} \]  

The school effect \( \mu(G_i^D) \) in this model is \( \Delta^D_j = \delta^D_j + u^D_{2j} Var(Y_{i0}) \). Note that models C and D allow for heterogeneity of school effects across \( Y_{i0} \). In this regard, they are not typical of value-added models used in practice.

We fit models A and B using a fixed-effects estimator, and fit models C and D using a random-coefficients estimator (Raudenbush & Bryk, 2002). Because we simulate data with large numbers of students within schools \( (n = 500) \), and because we assume no measurement error in \( Y \), we obtain highly reliable estimates of the \( \Delta_j \)'s.

Models A-D provide four estimates of \( \mu(G_i^j) \). We next examine the correlations between the true value of \( u_{0j} \) and each of the estimated values of \( \mu(G_i^j) \): \( \Delta^A_j, \Delta^B_j, \Delta^C_j, \text{ and } \Delta^D_j \). These will be, in a number of regards, best-case correlations, for a number of reasons: 1) we have assumed a data generating model in which the assumption of ignorability is valid; 2) we assume no measurement error in either \( Y_{i0} \) or \( Y_i \); 3) we simulate data with very large within-school samples, so the effect of sampling variance is trivial; 4) we vary only the metric of the outcome \( Y_i \), not the metric of \( Y_{i0} \); 5) we apply only simple quadratic transformations to \( Y_i \); and 6) we assume a very simple (linear in \( Y_{i0} \)) data generating process.
Parameters used in simulations. There are three parameters of interest in our simulations: $\tau_{11}$, which specifies the degree to which school effects are heterogeneous with respect to $Y_{i0}$; $\omega$, which specifies the extent of common support across schools; and $\kappa_g$, which indicates the extent of non-linearity in the outcome metric. We choose values of $\tau_{11} = \{0.2, .4\}$ (ranging from 0—which is what is assumed by homogeneity—to .4, which is a plausibly high value) for the heterogeneity parameter. For the intracluster correlation, we use values of $\omega = \{.1, .2, .3\}$, based on the empirical studies of intracluster correlations of test scores (Hedges & Hedberg, 2007). For the curvature parameter, we use values of $\kappa_g = \{1, \frac{1}{3}, \frac{2}{3}, 1, 1.5, 3, 5\}$. These are within the range of plausible values implied by empirical studies; for example, Koedel and Betts (2007) show data where average reading gain scores for students with initial scores in the first decile are three times larger than those of students with initial scores in the tenth decile, implying a curvature parameter of 1/3 relative to a test where average gain scores are equal across the range of initial scores. We fix all other parameters in the simulation.9 We simulate random samples of 500 schools, each containing 500 students.

3.1 Simulation Results

Figures 1-4 report the results of the simulation exercise described above. Figure 1 displays the correlations of the estimated school effects from model A and the true school effects. Recall that model A assumes homogeneity of school effects and a linear association between initial score and the outcome score. As expected, when the true potential outcomes model includes no heterogeneity of school
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9 We set $\tau_{00} = .4$ (implying an intracluster correlation of gain scores of .4); $\tau_{01} = 0$; $Corr(Y_{j0}, u_{0j}) = .25$ (implying a positive correlation between students with higher initial scores are disproportionately assigned to schools that have larger effects for average skill students); $Corr(Y_{j0}, u_{1j}) = .25$ (implying a positive correlation between students with higher initial scores are disproportionately assigned to schools that have larger effects for high initial skill students than low initial skill students).
effects \( (\tau_{11} = 0) \) and when the metric has little or no curvature, model A produces estimates that are nearly perfectly correlated with the true school effects, regardless of the amount of sorting \((\omega)\) of students among schools on their initial scores. In other words, the fact that students are unevenly distributed among schools with respect to their prior achievement (resulting in a lack of common support to estimate school effects) need not produce error in the estimated school effects, so long as the true school effects are homogeneous. The assumption of homogeneity is a strong functional form assumption; if it is valid, the estimation of school effects can be accomplished even in the absence of common support.

In the presence of substantial curvature, however, the correlations are less than perfect, albeit quite high. Likewise, when there is heterogeneity of school effects \( (\tau_{11} > 0) \) model A is less successful at reproducing the true school effects, even in the absence of curvature of the observed test score metric relative to the true metric. The consequences of violations of both the homogeneity and metric assumptions are exacerbated when there is considerable sorting of students among schools.

Figure 2 reports the corresponding correlations estimated from model B. Like model A, model B assumes homogeneity of school effects, but allows the association between initial score and observed achievement to be nonlinear (quadratic in this case). While we might not expect this to reduce the errors in the estimates that results from heterogeneity, it may make the estimates less sensitive to the curvature of the metric, since the nonlinearity in the model may be able to account for some of the nonlinearity in mean outcomes induced by the transformation of the test metric. The results in figure B generally support this hypothesis. In general, the correlations in figure B are very similar to those in figure A, particularly when the curvature parameter is near 1. Using a more flexible functional form does nothing to alleviate the misestimation of school effects caused by the interaction of heterogeneity of effects and sorting among schools on initial score. When the curvature is large, however, the flexible functional form of model B produces estimates slightly more similar to the true effects than does model
A, but the difference is relatively modest.

As we might expect, school effects are heterogeneous, then a model that explicitly allows for such heterogeneity is much more successful at producing accurate rankings of schools. Figures 3 and 4 report the results of models C and D, both of which allow for heterogeneous school effects. Model D differs from C in that it allows the association between initial score and observed achievement to be nonlinear (quadratic in this case). Both models C and D produce dramatically better estimates than do models A and B. When the curvature parameter is near 1, models C and D yield estimates virtually perfectly correlated with the true school effects, regardless of the degree of heterogeneity of the effects or the sorting of students among schools by initial score. The estimates are somewhat sensitive to transformations of the outcome test metric, and this sensitivity is greater as the heterogeneity of effects grows larger. In general, the results of models C and D suggest the importance of modeling the heterogeneity of school effects in value-added models absent a strong reason to believe the effects are truly homogeneous.

Our simulations provide information regarding the conditions under which violations of the common support, homogeneity, and metric assumptions lead to invalid inferences regarding the ranking of schools in a value-added model framework. First, note that the fact that students are assigned to schools based on prior achievement does not in itself invalidate inferences. This is a case of sorting based on an observed covariate, a kind of sorting that is acceptable in the framework of ignorability conditional on \( x \). However, if the school effect depends on the covariate, and if this heterogeneity is not specified in the analytic model, the estimated school effects degrade, as is evident in the case of Models A and B. This tendency of sorting to degrade accuracy appears a bit more pronounced when the assumption of linearity fails. Put another way, the failure of linearity has its most pronounced effects on the estimates in the presence of heterogeneity—unless the heterogeneity is represented in the model for the observed data.
4. Conclusion

In this paper we have applied the counterfactual model of causality to the problem of value-added modeling. This analysis reveals six assumptions that are needed to make valid causal inferences about school effects on student learning. Three of these assumptions concern our conception of the causal effects themselves even in the absence of any attempt to assess them. First, we assume *manipulability*, that is, every student is potentially assignable to every school. Given the segregation of U.S. schools, this assumption is not plausible, but it is hard to conceive of the value added project going forward without it. Second, we assume no interference between children, that is, that the impact of attending a school does not depend on the school assignments of other children. This assumption is also implausible in that the composition of a school, particularly on the basis of students’ prior cognitive skill, sets conditions for the design and enactment of classroom instruction. Hong and Raudenbush (2006) extend the potential outcomes framework to allow for such compositional effects in the case of studying explicit school policies, but doing so in the context of value-added model framework, while possible, is considerably more challenging. The third assumption is one of homogeneity – a school that is better for one sub-population of students is better for every other sub-population. This is certainly a contestable assumption.

The other three assumptions arise in designing a study to estimate the school effects. First, we must assume that the assignment of children to schools does not depend on their potential outcomes once we have controlled for observed covariates. One can argue that such an assumption is not entirely implausible if one has access to highly valid and reliable measures of prior cognitive skill, though this assertion can readily be critiqued. The remaining two assumptions are related: we typically want to represent the achievement process as some kind of continuous function of prior background and school impact. The specification of functional form and the metric are tightly connected. These are linked also to the problem of lacking “common support.” In this case, the data suggest that certain sub-sets of
students have little or no risk of attending certain schools. Such a problem may emanate from a failure of the manipulability assumption or may simply reflect the fact that the sample data are too sparse to reflect a population in which all students have at least a small probability of attending any school. The lack of common support requires the value-added modeler to use assumptions about the functional form to extrapolate expected effects of attending each school for subsets of kids with little risk of attending certain schools.

In our simulation, we stipulated the assumptions of manipulability, no interference between units, and ignorable school assignment so that we could focus on the interplay between homogeneity, functional form, and common support. While our simulations were relatively simple and somewhat artificial, they do point to some important considerations in implementing value-added models. Perhaps the most significant result involves the importance of modeling heterogeneity when it exists. Failure to do so increases the negative effects of sorting and curvature. Explicitly modeling heterogeneity protects against these negative effects. This is a significant finding for practice because value-added systems rarely estimate heterogeneous effects of schools.

It is essential to emphasize that our simulation has accepted as fact three key assumptions that are implausible and the violation of which may substantially degrade results. The extent to which such violations are influential is a crucial topic for future research. Moreover, our data generating model is intentionally made simple to illustrate basic principles. For that reason, it is easy to “get right.” More realistically complex models for the true effects may pose significant analytic challenges. Finally, we have simulated large samples in order to insure that errors of inference primarily reflect failures of model identification and not estimation error. In practice, when sample sizes are more modest, failure of identification and sampling error will conspire to reduce correlations between estimated and true school effects.
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